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Abstract—Knowledge Graph is a new way of knowledge col-
lections, and building a protocol knowledge graph on RFCs can
help us study and analyse network protocol better. Protocol entity
extraction is one of the keys to constructing the network pro-
tocol knowledge graph.Because RFC (Request For Comments)
contains detailed descriptions of basic Internet communication
protocols, the protocol entities of the network can be obtained
from it. However, the document format and wording are not
uniform, which leads to the inability to complete the extraction
task of network protocol entities based on traditional rule
information extraction methods. Therefore, this paper proposes
a network protocol entity extraction method based on Few-Shot
Learning. This method can use a very small amount of labeled
samples to extract network protocol entities from a large number
of unlabeled samples and maintain high recognition accuracy.
This method firstly mines as many potential network protocol
entities as possible in the RFC document, and secondly performs
accurate re-identification of the identified potential network pro-
tocol entities. Experiments show that using 5 manually annotated
RFC documents to train our model, the accuracy of network
protocol entity extraction reaches 88.4%. Compared with the
existing methods, this method has higher accuracy and better
robustness in terms of network protocol entity extraction, and it
also has better identification ability for network protocol entities
that have not appeared in the training set.

Index Terms—Few-Shot Learning, Entity Extraction , Knowl-
edge Graph, Network Protocol,RFC

I. INTRODUCTION

With the rapid development of the Internet, network secu-
rity issues have attracted increasing attention. The network
protocol is an essential factor that affects network security.
For network protocol, automated fuzzy testing [14] can ex-
cavate protocol vulnerabilities and improve protocol security.
Besides, the network protocol identification algorithm [3]
can prevent network attacks in advance and ensure network
security. Maxime et al. [13] also proposed an unsupervised
anomaly-based intrusion detection solution focused on pro-
tocol header analysis. The above network protocol analysis
methods require protocol knowledge as support.

Protocol knowledge is usually manually extracted by ex-
perts, and it lacks portability in different protocols, which
dramatically raises the cost of acquiring protocol knowledge
[9]. Considering that the knowledge graph has strong reason-
ing ability [10], the knowledge graph is used to construct
protocol knowledge. Entity extraction is the first step in
constructing a knowledge graph. Since RFC documents define

all network protocols, RFC documents are used as the data set
for extracting entities.

RFC documents have a long writing period, and the writing
styles of documents vary in different periods. Therefore, it
is impossible to define a set of rules to extract entities from
all RFC documents. RFC documents are semi-structured, and
various charts are embedded in the text, which increases the
difficulty of information extraction. For semi-structured text,
Luo et al. [16] proposed a domain-specific parser to extract
information from images. CoLin et al. [15] proposed a remote
supervised extraction method to automatically generate labels
and train a classifier to predict new instances. While for
RFCs, Siva et al. [8] proposed versatile system architecture
for the Text Mining in RFCs that maintains structured and
unstructured data components of the document. Due to the
different representations of the same entity between different
documents, it is not possible to correctly extract entities
through character matching, as shown in Fig. 1.

Jero et al. proposed the ZSL framework to extract entities
[9], which can automatically extract new entities that are not
in the original document in the unknown RFC documents.
However, the extraction method they use to build the ZSL
framework can only be learned on a small sample; therefore,
it can only achieve good entity extraction results on specific
RFC documents. Once we expand the training sample size for
learning more entity features, the accuracy of entity extraction
is significantly reduced compared with before the expansion
of the sample size. It is inferred that this method has high
flexibility and low robustness, and the extraction effect on
unknown RFC documents is not ideal. In order to solve the
above problems, after expanding the sample size, the ZSL
framework can still be used to extract entities accurately. We
propose a cascade entity extraction model. The first stage is
mining potential entities. After expanding the sample size, we
use the method of Jero et al. to extract the unknown entities.
Due to the expansion of the sample size, the model can be
applied to more RFC documents, but the extraction accuracy
is also significantly reduced. The second stage is the precise
identification of entities. In order to improve the extraction
accuracy, we train a classifier to predict the positive samples
in the entities extracted in the previous stage. The positive
sample set is considered as the final entity set. Compared
with the benchmark, our method has achieved significant and
continuous improvement.
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Fig. 1. Different writing styles of RFC documents.The header field ”V” in RFC3451 has the same meaning as ”Version” in RFC791 but is written differently.
The same goes for the header fields in the other two boxes.

Our contributions are as follows:
1) We propose a network protocol entity extraction method

based on small sample learning, which combines the
advantages of traditional machine learning and deep
learning and can make full use of semantic features to
extract network protocol entities.

2) We evaluated the effect of the method on the RFC doc-
ument and proved through experiments that the method
proposed in this paper has obtained higher accuracy and
F1 value, which are 88.4% and 70.4%, respectively.

3) We publish the extraction results on GitHub for re-
searchers who are interested in network protocols.

Section 1 of this article introduces the related research on
network protocol entity extraction. Section 2 introduces the
entity extraction method’s main ideas and design ideas based
on small sample learning. Section 3 gives the experimental
design scheme. Section 4 introduces and analyzes the results
of the method. Finally, it summarizes the full text and makes
a preliminary discussion on the research directions worthy of
attention in the future.

II. RELATED WORK

A. Network protocol analysis

The protocol entity extracted in this article is the protocol
header field in the RFC document. The extracted header fields
can help researchers further analyze the network protocol.
Calzarossa et al. [2] conducted a comprehensive analysis of the
usage pattern of headers contained in the client’s HTTP request
message to detect potential security attacks. In addition, Bai
et al. [1] used the characteristics of the jitter field in the
RTCP header to set up a covert channel for secret transmission
of information, thereby preventing network attacks. Similarly,
Xu et al. [28] based on the structure of the HTTP protocol,
embedding secret information into the header field of the
HTTP protocol, and proposed a real-time information hiding
algorithm to solve the problem of embedding large amounts
of data into TCP/IP packets. And Ohta et al. [20] focused
on the time to live (TTL) and identification field (IPID) of
the IP header to understand the abnormal traffic behavior,

and proposed a sequence based on the TTL and IPID fields.
Separate IP addresses that may be deceptive from other
addresses to extract more deceptive data packets. In addition
to using network protocols to improve network security, net-
work protocol research also includes the classification of data
packets. Qu [22] and Varvello [23] and others have used the
high parallelism and delay hiding function of the graphics
processing unit (GPU) to quickly and effectively classify data
packets. Dixit [7] proposed a fast data packet classification
algorithm that uses recursive flow classification (RFC) and
hierarchical spatial mapping (HSM) to process header fields,
and determines the data packet classification of a single data
packet according to the header field calculation table.

B. Few-Shot Learning based on small samples

Few-Shot Learning (FSL) is a type of machine learning
problem, which is specified by E (experience), T (target),
and P (performance index), where E only contains a small
part of the supervision information for the target T [25]. FSL
usually learns the projection function from the feature space
to the semantic embedding space (such as the attribute space)
[12]. The function is usually constructed by a classifier, which
can predict data that is not in the training set [21]. Wan
et al. [24] proposed the Visual Center Adaptation Method
(VCAM) method to solve the domain-shift problem in FSL
when mapping images to the semantic space. Berkan et al.
[6] changed the traditional FSL method only to learn the
class’s semantic labelling method and increased the visual
label of the class so that the label and the class had a
higher-dimensional similarity. Jero et al. [9] applied the ZSL
framework to the RFC data set for protocol syntax extraction.
The ZSL framework obviated the need for building a classifier
for each protocol and it made the extraction process more
automated. Besides, when training a small number of samples,
new entities that were not in the training set could be extracted
from the new RFC.

C. Entity extraction

This article involves the application of SVM [4],
TextCNN[11] and AttBi-LSTM[30] when extracting network
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protocol entities. Chiu et al. [5] proposed novel neural network
architecture. The architecture uses a two-way LSTM and
CNN hybrid architecture to automatically detect the word and
character-level features. The named entity recognition task on
the CoNLL-2003 data set has more outstanding performance
than the latest. Zeng et al. [29] used two-way long short-
term memory (LSTM) and conditional random field decoding
(LSTM-CRF) recurrent neural networks to do the task of
identifying drug names on the DDI2011 and DDI2013 data
sets and achieved the best results at the time. Miwa et al. [19]
proposed a novel end-to-end neural model. The model uses
bidirectional LSTM-RNN and bidirectional tree LSTM-RNN
to capture word sequences and dependency tree substructure
information. It was tested on the data set SemEval-2010 Task
8, and the results were significantly improved compared to the
latest model.

III. METHODOLOGY

In this section, we will introduce the details of the model.
Our goal is to apply the model to extract the protocol entities
on a large unlabeled corpus under the premise of training small
samples. We first select a small amount of RFC documents
as samples. After deleting headers and footers, and charts of
each sample. We use the NLP tool in the CoreNLP package
[17] to split the text into chunks. Each chunk represents a
grammatical phrase, which may be a noun phrase or a verb
phrase. In the first stage, we selected N RFC documents as
the training set and M RFC documents as the test set. The
training set text is divided into chunk sets, which are defined
as Ctrain = {c1, c2, · · · , cn}, and the test set chunk sets are
defined as Ctest = {c1, c2, · · · , ck}. In the meanwhile, we
use a rule-based method to extract the protocol entity in the
training set. The entity set is defined as E = {e1, e2, · · · , em}.
We apply the model to a new RFC, and we first preprocess
it into chunks. The chunk set for the new RFC is defined
as CN = {c1, c2, · · · , cq}. Our model filters out chunks
representing entities in CN , and the collection of entity chunks
serves as the protocol entity for the new RFC document. Our
model consists of two stages:

1) Potential entity mining SVM learns the similarity
function S1(ci, ej) from the text chunk Ctrain and the
entity set E to measure the likelihood that the chunk
c ∈ Ctrain contains the entity ej ∈ E. Then it applies
the similarity function S1 to the Ctest set. We mine
potential entity reference chunks from Ctest, and define
it as Centity , as the extracted entity in the first stage.

2) Entity precise identification We extract the entity result
set Eresult from the RFC documents corresponding to
Ctest. After comparing Eresult with Centity, Centity

is divided into positive and negative samples. Deep
learning model learns the scoring function S2(P,N)
from positive and negative samples, which judges the
probability that the chunk is a positive or negative
sample.

Fig. 2 shows the overall process of the cascade entity
extraction model. First, according to the above two stages,

the similarity function S1 and the prediction function S2

are generated from the training samples. Enter a new RFC
document, the text is preprocessed and converted into a chunk
set CN . In the potential entity mining stage, the S1 function
is used to mine the chunk set ES1 in CN that is similar to the
entity characteristics. In the precise entity recognition stage,
first use part of speech noise reduction to improve the accuracy
of the method. The S2 function extracts the positive sample
set ES2 from ES1, and ES2 is the network protocol entity
set extracted from the new RFC document. In the first stage,
the method excavates text chunks with entity characteristics as
much as possible, and in the second stage, it further identifies
whether the text chunks extracted in the first stage are valid
values and recognize the truth labels in them. The method not
only guarantees the recall rate of entity extraction in the first
stage, but also improves the accuracy of extraction.

A. Potential entity mining

The details of the potential entity mining process in the first
stage are shown in Fig. 3. The model’s input is each word in
a chunk, which is converted into a vector by TF-IDF, and then
input into the SVM classifier for classification. The output is
the label corresponding to this chunk. The chunk input in the
figure is ”the sequence number the sender,” which is the entity
reference of the ”Sequence Number” in the result entity set,
so it is marked as a positive label. After all the chunks are
classified by the classifier, the positive label set is used as the
next stage input.

Fig. 4 shows the process in the first stage of training.
Specifically, we define a binary classification problem on all
(ci, ej), ci is a chunk in the text, and ej is an entity in the
result set. Taking the two text chunks as an example, the entity
set Entities does not contain the sub-chunk”communicates”, so
this chunk is marked as a negative sample. In the entity set,
an entity reference contains the chunk ”the sequence number”,
which is marked as a positive sample, and so on. The same
judgment is made on all training set chunks, and each chunk
is labeled with positive and negative. From this, we can learn
the similarity function S1(ci, ej) between ci and ej , and we
trained an SVM classifier with a set of two-class features.

B. Entity precise identification

In order to learn more entity features, we expand the sample
set. After expanding the sample, it is found that the accuracy
of the entities extracted from the first stage is significantly
reduced. In order to analyze the reasons for the decrease
in accuracy, we compare the result set with the extracted
entity and divide the extracted entity set into positive and
negative samples. The specific operations are as follows: The
”Chunked Text” in the left part of Fig. 4 is replaced with
the extracted entity set in stage one, the ”Entities” in the
right part is replaced with the resulting entity set, and the
middle part makes the same judgment. The extracted entities
containing any entity in the result set are taken as positive
samples, and the negative samples are taken otherwise. The
goal of entity precise identification in the second stage is to
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Fig. 2. An overview of network protocol entity extraction framework based on small sample learning. CN is the chunk set after processing a new RFC
document ES1 is the set of potential entities extracted from CN in the first stage, and ES2 is the final entity set.

reduce the number of negative samples while maintaining the
number of positive samples.

By analyzing the structure of positive and negative samples,
it is found that the chunks in most negative samples contain
verb phrases or adverbs, but the positive samples do not.

Part-of-speech tags Meaning
RB Adverb
TO Infinitive

VBZ Singular verb
UH Interjection
CD Quantifier
MD Modal verbs
IN Preposition

VBG Verb noun
CC Conditional conjunction

VBP Non third person singular
VB Verb prototype
POS Possessive

Table I: Part of speech included in negative samples. The first column is
the part-of-speech tag in the NLP tool; the second column is the

corresponding interpretation.

So consider using part of speech to delete some negative
samples In this experiment, the NLP tool in the CoreNLP
package is used to extract the parts of speech in the chunks,

and the chunks containing the parts of speech in the following
table I are deleted.

After applying part-of-speech noise reduction to the entity
set, half of the chunks in the original negative sample are
deleted, while the number of positive samples does not change.
The remaining negative samples are nominal phrases consis-
tent with the positive sample, which cannot be deleted using
part-of-speech.

In this experiment, SVM, TextCNN, and AttBi-LSTM are
used as classifiers, and they all have different performance
in classification performance. Take the positive and negative
samples processed with part of speech as input. For deep
learning models, the word2vec model [18] is used for word
vector conversion, and for SVM, TF-IDF is used for vector
conversion. The training classifier learns the score function
S2(Pos,Neg), which calculates the probability that the chunk
is a positive sample. Applying the S2 function to the new
chunk set can accurately predict the positive samples in it,
and select the positive samples as the final entity set, thereby
further reducing the number of negative samples. Taking
AttBi-LSTM as an example, as shown in Fig. 5, the input
is a chunk remaining after the part-of-speech denoising of the
extracted entity in the first stage, which is composed of 5
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Fig. 3. The first phase of the model architecture. The input is each word in a chunk, and the output is the classification label for this chunk. Yes indicates
that the input chunk contains a reference to an entity, and No indicates that the input chunk does not exist in the entity set.

words. After being classified by AttBi-LSTM, the output is
the positive and negative labels corresponding to this chunk.
The vector u in the figure represents the word’s importance,,
and at is used to normalize the word weight. The sum of
all information in sentence v is the weighted sum of each ht

(formula 1), where at is the corresponding weight [26].

v =
∑
t

at
−→
ht (1)

IV. EXPERIMENT SETUP

A. research problem

We use the following three questions to verify the method’s
effectiveness from three aspects: effectiveness, robustness, and
model design.

RQ1: How effective is the two-stage entity extraction
method?

RQ2: Does the network protocol entity extraction method
based on small sample learning perform stably on large
unlabeled test sets?

RQ3: Is there an optimal model design for the network
protocol entity extraction method based on small sample
learning?

B. Data

We choose RFC documents as our experiment data, and the
data set is constructed as follows:

1) Data preparation: Firstly, we select RFC documents with
two specific wordings: 1) The header field and its size
are on the same line, separated by a colon, e.g. (Type
of Service: 8 bits). 2) The detailed description of the
header field is directly below the area. The upper box in
Fig. 6 is an example that meets the above characteristics.
The box below is an independent text. It is not possible
to extract entities by heuristic methods. It is necessary
to use a small sample-based network protocol entity
method to extract. Among them, ”the ACK control
bit” and ”sequence number” are header fields. Then,
heuristic-based methods are used to extract entities from
RFC documents that meet the above conditions, and
the entities are classified in the result set. There are
8672 RFC documents, and there are 906 documents with
the above-mentioned structural features. Therefore, it is
impossible to extract entities from all RFC documents
by heuristic methods.

2) Preprocess: We download the RFC texts from the official
RFC website and then filter out the RFC documents with
characteristics in step one. In this experiment, protocol
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Fig. 4. Example of dividing positive and negative samples.

entities are extracted from the RFC texts, so information
that is not related to the text content should be deleted.
Firstly, we delete the page header and page footer in the
text. This part of the writing is fixed and can be removed
by pattern matching. Secondly, we delete the charts in
the document. Most charts are surrounded by the symbol
”+-” or other special characters. Therefore, we identify
the position of the symbol in the text, and then delete
the symbol from this position. Considering that the word
sparsity in each line containing the chart is relatively
low, we specify a threshold and delete symbols in a line
until the word sparsity is higher than the threshold.

In the next step, We cut the text into chunks.
The experiment’s purpose is to extract protocol entities,
so only the entity description text is segmented. The
description part immediately follows the header and can
be extracted using a rule-based method. For each sample
RFC, the extracted description text is saved separately
for subsequent segmentation. This experiment uses the
NLP tool in the CoreNLP package to achieve text
segmentation. The NLP tool can convert each sentence
in the text into a grammar tree structure, and each
sentence can be divided into multiple grammar phrases
according to the grammar tree, as shown in Fig. 7.

3) Entity extraction: The first-stage and second-stage clas-
sifiers require the RFC document’s protocol entity as
input, so we extract the protocol entity from the sample
documents in advance. The extracted documents have
the same rules in the writing of the header. We use
regular expressions to extract the header part. The com-
parison finds that extracting the entity based on the rule
is the same as the actual result, so the extracted entity
set is used as the result set of the sample document.
Fig. 8 is an example of the entity types extracted by

this method from an RFC in our dataset.

C. Evaluation Metrics

We use Precision, Recall, and F1 values as evaluation
indicators. Taking RFC document a as an example, after
comparing the entity set extracted by our model with the result
set, the number of correctly extracted entities is TP (a); the
number of wrongly extracted entities is FP (a). The number
of unrecognized entities in the result set of document a is
FN(a).

Because entity writing is not uniform, and the extracted
entities are grammatical phrases, which include text noise. It
is impossible to accurately determine whether the extracted
entities include result set entities directly using the character
matching method. In this experiment, we convert the extraction
entity and the result set entity to lowercase and divide the
extraction entity into multiple words by spaces. Then deter-
mine whether each word in the extracted entity is in the result
set entity. There will be some noise in word matching, such
as ”it”, ”number”, ”data” and other common words. When
we encounter such a word in the matching process, skip this
match. We use the following formula to calculate the above
three values:

Precison =
TP (a)

TP (a) + FP (a)
(2)

Recall =
TP (a)

TP (a) + FN(a)
(3)

F1 =
2TP (a)

2TP (a) + FP (a) + FN(a)
(4)

D. Baseline

In this experiment, Jero et al. [9] used the ZSL framework
to extract entities as the baseline of the evaluation method. For
a fair comparison, we select the RFC files used in Jero et al. ’s
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Fig. 5. AttBi-LSTM network protocol entity extraction model architecture. In the output layer, Pos is a positive label, and Neg is a negative label.https://ijetaa.com/article/view/104/ - 7 - ISSN : 3006− 2985
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Fig. 6. RFC text corresponding to different extraction methods.

Fig. 7. Text chunk example.The red chunks correspond to noun phrases, the
blue chunks correspond to verb phrases, and the other chunks correspond to
phrases such as prepositions.

Fig. 8. Entity extraction example.

experiment as the samples. The file’s corresponding protocols
are GRE, IPV6, IP, DCCP, and SCTP, and then tested on the
TCP protocol. After comparing the same samples, expand the
sample set capacity to 20, and test on the TCP protocol to
check the method’s robustness.

The ZSL framework uses SVM as the classifier, the kernel
function of SVM is set to ”rbf”, the kernel function parameter
gamma is set to 10, and the penalty parameter C is set to 0.2,

which enhances its generalization ability. Due to the small data
set, overfitting needs to be avoided.

E. Implementation Details

Our experiment uses SVM as the classifier in the first stage,
and its parameter settings are the same as the baseline. In the
second stage, we use SVM, TextCNN or BiLSTM-CRF as
classifiers. The parameters of the SVM classifier are consistent
with the first stage. As for TextCNN or BiLSTM-CRF, before
running the model, pre-train word vectors with word2vec, and
the training data set is the text set of all sample RFCs. The
word vector for each word is set to 100 dimensions. TextCNN
uses three convolution kernels (3, 4, 5) to extract features, and
then the features extracted by different convolution kernels
are stitched together in the maximum pooling as a feature
vector input to softmax. When training the BiLSTM-CRF
classifier, in order to prevent the over-fitting phenomenon in
the training process, the dropout mechanism was introduced,
and the dropout discarding rate was set to 0.5 [27].

Through extensive analysis of RFC entities, in the first stage,
we select 5 RFCs as test sets, namely: RFC760, RFC761,
RFC791, RFC1883, RFC1889, which provide data for the
construction of positive and negative samples in the second
stage.

V. RESULT AND ANALYSIS

We conduct two sets of comparative experiments. One
group is the comparison between our method and the baseline
method on different samples. The other group is a comparison
between the three methods we used on different samples.

A. RQ1. Method effectiveness

For the 5 sample size experiments, we perform 6 iterations,
use 5 samples for training, and test on the 6th sample. For
experiments with 20 sample sizes, we use the above 6 sample
tests as the test set for a fair comparison. Table II and Table III
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Sample Size Model Precision Recall F1

20
SVM(Baseline) 29.2% 83.7% 43.3%
AttBi-LSTM 36.9% 92.3% 52.7%
SVM+AttBi-LSTM 69.2% 77.2% 72.9%

5
SVM(Baseline) 80.2% 53.5% 64.1%
AttBi-LSTM 76.1% 54.7% 63.7%
SVM+AttBi-LSTM 88.4% 58.5% 70.4%

Table II: Ablation study on the effectiveness of two-stage method.

Sample Size Model Precision Recall F1

20
SVM+SVM 61.3% 74.6% 67.3%
SVM+TextCNN 68.2% 77.0% 72.2%
SVM+Attbi-LSTM 69.2% 77.2% 72.9%

5
SVM+SVM 81.1% 60.0% 68.9%
SVM+TextCNN 87.9% 58.4% 70.1%
SVM+Attbi-LSTM 88.4% 58.5% 70.4%

Table III: Horizontal comparison of methods on different sample sizes.
Compare the performance of the three methods we used on different sample

sizes.

show the summary results of iterations under different sample
sizes.

According to the information in Table II, both baseline and
AttBi-LSTM are single-stage entity extraction methods, and
our approach is a two-stage entity extraction method. When
using 20 samples for training, our method’s Precision value is
higher than that of the single-stage entity extraction method,
and the Recall value is slightly lower than that of the single-
stage entity extraction method. The F1 value of our approach
is much higher than the comparison method. When using 5
samples to train the model, the Precision value and Recall
value of our method are higher than the single-stage entity
extraction method, and the overall F1 value is also higher than
the comparison method. After the single-stage entity extraction
method expands the sample size, the Precision value decreases
significantly, the Recall value increases, and the overall F1
value drops significantly. After our method expands the sample
size, the Precision value decreases, the Recall value increases,
and the overall F1 is basically unchanged.

According to the statistics in Table III, when using 20
samples for training, using AttBi-LSTM as the second stage of
the classifier works best. When using 5 samples for training,
the second stage uses SVM as the classifier with the highest
Recall value but the lowest Precision value. AttBi-LSTM has
the highest accuracy as a classifier, and the F1 value is also
the highest. It can be inferred that using AttBi-LSTM as the
second stage classifier can improve the method’s performance.
The effect of TextCNN as a classifier is basically the same as
that of AttBi-LSTM, only the Precision value is slightly lower.
In our three methods, after expanding the sample, the Precision
value decreases, while the Recall value increases, and the F1
value remains unchanged.

According to the experimental results in Table II and Table
III, we can observe:

1) On a small sample, the baseline method results are not
much different from the results of our cascade model,
but we can still find that our method is higher than the
baseline in the accuracy. The reason is that the accurate

identification of entities in the second stage is to further
divide the entities extracted by the baseline method,
extract the positive samples, and reduce the number of
negative samples in the extracted entities, thereby the
Precision value is improved. The reason for the decrease
in the recall rate is that there are few sample data, which
leads to the low accuracy of the positive sample model
in the second stage, and there are cases of wrong scores.

2) After expanding the number of samples, the experimen-
tal results show that the baseline method can extract
almost all of the result set entities, but its accuracy
will be significantly reduced, and the F1 value will
also be reduced. The reason is that after increasing the
sample size, the entity features the model can learn have
increased, and more accurate entities can be extracted
from the unknown RFC documents. However, at the
same time, more entities similar to the sample result
set will be extracted. These entities are not in the
result set of the unknown RFC, which reduces extraction
accuracy. Expanding the sample size is to apply the
algorithm to more unknown RFCs and extract entities
from them accurately. However, the baseline method has
a significant change in accuracy, which is not suitable
for promoting large sample sets.

3) After expanding the sample set, our method’s accuracy is
reduced, the Recall value is increased, and the F1 value
is unchanged. Compared with the baseline method, the
accuracy is doubled, the Recall value drops slightly, the
F1 value is much higher than the baseline. Our model’s
overall performance is better than the baseline method.
Above proves that our method can accommodate more
sample data and extend to more unknown RFC docu-
ments with high extraction accuracy.

4) Our model still performs well with only 20 training
samples. It can be found from the experimental results
that the model using the ZSL framework can achieve
good extraction results on the test set after training on
small samples. To further improve the stability of the
ZSL framework, our model adds precise identification of
entities in mining potential entities, and the experimental
results verify the effectiveness of our model.

B. RQ2. Robustness verification

To further verify our model’s robustness, besides testing
on the protocol TCP (RFC793), we also select multiple other
protocols for testing to avoid accidental events. Fig. 9 shows
the average performance achieved by different cross-validation
methods, and Figure 11 shows the detailed performance of
each method. We select 20 RFCs as samples, and the training
set and test set are divided by 8:2. The test sets are RFC793,
RFC3332, RFC3451, and RFC5793. It can be found from Fig.
9 that the accuracy and F1 value of the two-stage method are
higher than the baseline, and the Recall value is lower than
the baseline, but the baseline accuracy value is too low, so it
is not applicable. According to Fig. 10, we comprehensively
compare the three methods we selected. In the second stage,
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Fig. 9. The average performance in Cross-validation.

using AttBi-LSTM as the classifier has the best effect. The
average scores in accuracy, recall, and F1 value is 66.9%,
91.9%, and 77.0%, respectively. While ensuring the recall
rate, the extraction accuracy makes the F1 value the highest.
Next is the TextCNN classifier, and finally, the SVM classifier.
Experiments show that our method has strong stability and
high robustness and can be widely used in other unlabeled
RFCs.

C. RQ3. Optimal design of the model

In order to verify the optimality of the combined effect
of the two-stage model, we select different combined models
to compare. In the potential entity mining stage, we replace
the original SVM classifier with the AttBi-LSTM classifier. In
the stage of precise entity identification, we choose TextCNN
or AttBi-LSTM as the classifier. According to our previous
experimental results, the SVM+AttBi-LSTM combined model
has the best classification effect. So it is chosen as the
experimental baseline. From the sub-figure (a) in Fig. 11, we
can find that our baseline has the lowest accuracy fluctuation
range and high accuracy value on different RFCs. From the
sub-figure (b), it finds that on different RFCs, the recall value
of the baseline method is higher than the other two combined
models. Therefore, the F1 value obtained by our baseline on
different RFCs is the highest, and the performance of the
model is the best. There are two main reasons why our model
is better than the comparison models:

1) The first stage of the combined model for comparison
uses AttBi-LSTM as the classifier. The sample feature is
the word vector converted by word2vec in text chunks.
In the second stage, TextCNN or AttBi-LSTM is used as
the classifier. The sample feature is still the word vector
of the text chunks. Due to repeated training samples, the
two-stage model can be used separately to obtain good
results, but the combined effect is not good.

2) Our baseline method uses SVM as the classifier in the
first stage. The sample feature is the cosine similarity
value between the text chunk and the entity. In the
second stage, AttBi-LSTM is used as the classifier.

The sample feature is the word vector of the text
chunks. So that the two classifiers can complement
each other, thereby improving the overall classification
performance.

Using our model to extract entities on the RFCs is a process
from coarse-grained mining to fine-grained recognition. The
effect of SVM classifier alone is not as good as AttBi-LSTM
or TextCNN, but it can be used in the first stage of our model to
mine more potential entities. Using AttBi-LSTM in the second
stage will make up for the loss of accuracy in the previous
stage, thereby improving the performance of the entire model.
Therefore, the model combination method we choose is the
best.

VI. CONCLUSION

This paper proposes a network protocol entity extraction
method based on small sample learning. This method uses a
small number of labeled RFC document samples for training,
which can achieve protocol entity extraction from unlabeled
RFC documents and maintain high recognition accuracy. Ex-
perimental results show that our method is significantly better
than the baseline method. The average precision, average
recall, and average F1 value are 69.2%, 77.2%, and 72.9%,
respectively.

We extracted 20 RFC documents from 906 RFC docu-
ments containing the protocol entities’ structural features as
experimental samples and used the entity extraction model
trained with 20 RFCs as samples to extract on 906 RFCs.
We are the first team to extract protocol entities on the
RFC and publish the entity set results. The extracted enti-
ties are stored in the CSV file in ascending order of RFC
serial number. The first column in the file is the RFC
name, and the second column is the extracted entity. We
publish the documents of the extracted entities on GitHub
(https://github.com/czycurefun/RFCdocument) for researchers
to continue to improve in the future. We will continue to
optimize the model to obtain higher extraction accuracy and
recall rate in future work. And use the extracted entities to
construct a knowledge graph of network protocols and better
analyze unlabeled protocols.
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Fig. 10. Various index values on different RFCs. The indicator values tested on four RFCs are displayed, and the sub-graphs a, b, and c correspond to the
Precision, Recall, and F1 values, respectively. The white values correspond to the best method for each RFC.
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Fig. 11. Comparison of different combination models
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