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Abstract—With the increasingly severe network security situ-
ation, advanced network traffic anomaly detection techniques
are urgently needed. This paper provides a comprehensive
survey of the research status and latest progress in the field
of network anomaly detection. Firstly, we introduce the basic
concepts, common methods, and challenges of network traffic
analysis, which lays the foundation for anomaly detection. Then,
we systematically summarize the mainstream techniques in the
anomaly detection field, including statistical methods, machine
learning methods, deep learning methods, and behavior analysis
methods, analyzing their basic principles, representative works,
advantages and disadvantages, and applicable scenarios. Next, we
focus on discussing the hybrid methods in the anomaly detection
field, elaborating on the motivations, common strategies, and
representative works of hybrid methods, and pointing out that
hybrid methods are an important development direction for
anomaly detection. In addition, the paper also summarizes the
application effects of several types of methods in practical
network security tasks and makes a quantitative comparison in
tabular form. Finally, we prospect the future development trends
of network anomaly detection techniques, proposing goals such
as intelligence, automation, federalization, and interpretability,
while analyzing the challenges faced by anomaly detection,
including data heterogeneity, complexity of security threats,
model robustness, privacy protection, and interpretability. We
argue that network anomaly detection requires interdisciplinary
integration, strengthening of security big data governance, and
a shift from passive defense to active immunity. As the strategic
position of cyberspace security becomes increasingly prominent,
driven by disruptive technologies such as big data, artificial
intelligence, and blockchain, network anomaly detection will
surely usher in new development opportunities and challenges.

Index Terms—Network security, Anomaly detection, Machine
learning, Deep learning, Hybrid methods

I. INTRODUCTION
A. Research Background and Importance

With the rapid development and widespread application
of the Internet, network security issues have become in-
creasingly prominent. According to statistics, global network
attack incidents in 2023 increased by 35% compared to 2022
[1]], resulting in economic losses as high as 1.5 trillion US
dollars [2]]. Network security has become a key factor affecting
national security, social stability, and economic development.
In a complex network environment, timely detection and re-
sponse to various network security threats is a huge challenge.
Network traffic analysis and anomaly detection techniques can
effectively identify abnormal behaviors and security events
in the network through real-time monitoring and analysis of
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network traffic, becoming an important means to maintain
network security.

B. Research Purpose and Significance

This paper reviews the latest research progress in traffic
analysis and anomaly detection in the field of network security,
focusing on introducing anomaly detection methods based
on statistics, machine learning, deep learning, and behavior
analysis, discussing the advantages, disadvantages, and appli-
cable scenarios of different methods, and providing an outlook
on future development trends and challenges. By sorting
out and analyzing the research status of network security
traffic analysis and anomaly detection techniques, this paper
can provide beneficial references and insights for researchers
and practitioners in related fields, promoting technological
innovation and application development in this field. At the
same time, this paper also contributes useful ideas and methods
for solving increasingly severe network security problems.

II. OVERVIEW OF NETWORK TRAFFIC ANALYSIS
A. Definition and Characteristics of Network Traffic

Network traffic refers to the data flow transmitted through
the network within a certain period of time, usually measured
in units of data packets or bytes [3]]. Network traffic has the
following main characteristics:

(1) Large data volume: With the continuous enrichment of
network applications, network traffic has shown explosive
growth. According to Cisco’s forecast, global IP traffic will
reach 396 exabytes per month by 2025 [3]].

(2) Diverse types: Network traffic contains various application
protocols and data formats, such as HTTP, FTP, DNS, etc.
Different types of traffic have different characteristics and
behavior patterns.

(3) Dynamic changes: Network traffic will dynamically change
with time, location, and user behavior, exhibiting complex
non-stationary characteristics [4].

(4) Heterogeneous distribution: Network traffic is unevenly
distributed across different network nodes and links, with
significant heterogeneity and locality characteristics [J5].

B. Basic Methods of Network Traffic Analysis

Network traffic analysis mainly includes the following three
basic methods:
(1) Packet analysis: By capturing and parsing network data
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packets, key field information (such as source/destination IP,
port number, protocol type, etc.) is extracted to achieve fine-
grained analysis of network traffic [[7]. Commonly used packet
analysis tools include Wireshark, Tcpdump, etc.

(2) Flow statistics analysis: By measuring and analyzing the
statistical characteristics of network traffic (such as flow rate,
number of connections, packet size distribution, etc.), the over-
all patterns and change trends of traffic are characterized [S]].
Commonly used statistical indicators include mean, variance,
probability distribution, etc.

(3) Flow behavior analysis: By modeling and analyzing the
behavioral characteristics of network traffic (such as com-
munication frequency, duration, interaction patterns, etc.), the
behavioral patterns and anomalous events behind the traffic
are mined [9]. Common behavior analysis methods include
association rule mining, sequence pattern mining, etc.

III. OVERVIEW OF ANOMALY DETECTION TECHNIQUES

A. Definition and Classification of Anomaly Detection

Anomaly detection refers to the problem of identifying rare
items, events, or observations that deviate from the normal
patterns in a dataset [10]. Anomaly detection in the field of
network security mainly focuses on the following three types
of anomalies [11]:

(1) Point anomalies: Refer to the situation where a single data
instance significantly deviates from the rest of the data, such
as port scanning and DDoS attacks in a network.

(2) Contextual anomalies: Refer to data that deviates from nor-
mal behavior in a specific context, such as a user’s abnormal
login behavior in a different location.

(3) Collective anomalies: Refer to the situation where a
collection of related data instances collectively deviates from
the entire dataset, such as the coordinated communication be-
havior of botnets. Anomaly detection methods can be divided
into the following four categories [12]:

(1) Statistical-based methods: Utilize statistical models to
characterize the distribution characteristics of normal data,
and identify data that deviates from the normal model as
anomalies.

(2) Distance-based methods: Measure the distance or similarity
between data instances, and consider instances that are far
away or dissimilar as anomalies.

(3) Density-based methods: Assume that normal data is located
in high-density regions, while anomalous data is located in
low-density regions. Local anomalies can be detected through
density estimation.

(4) Clustering-based methods: Divide data into multiple clus-
ters, and data that does not belong to any cluster or is far away
from the cluster center is considered anomalous. Different
types of anomaly detection methods have their own advantages
in different scenarios and are often used in combination
to improve detection performance. Table [I] summarizes the
characteristics and applicable scenarios of the four types of
anomaly detection methods.

https://www.ijetaa.com/article/view/117/

B. Challenges of Anomaly Detection

Although anomaly detection techniques have made signif-
icant progress, they still face the following challenges in the
field of network security:

(1) Large and complex data: The scale and complexity of
network traffic data are constantly growing, posing huge
challenges to the design and implementation of anomaly de-
tection algorithms. How to accurately and efficiently discover
anomalies in massive heterogeneous data is an urgent problem
to be solved [|13]]. Table @ shows the comparison of detection
efficiency of the KNN algorithm under different data scales.
(2) Diverse anomaly patterns: Network attack methods are
constantly evolving, and anomaly patterns are diverse, making
it difficult for traditional anomaly detection methods to effec-
tively cope with them. It is necessary to develop specialized
detection models and algorithms for new types of attacks [14].
(3) High real-time requirements: The discovery and handling
of network security events often require second-level or sub-
second response speeds. However, real-time processing of
massive traffic data imposes stringent performance require-
ments on anomaly detection systems. Table shows the
comparison of real-time performance of different detection
methods.

IV. STATISTICAL-BASED METHODS

A. Basic Principles

The basic principle of statistical anomaly detection is to
assume that normal data follows a certain probability distribu-
tion model, and then use statistical inference methods such
as hypothesis testing or likelihood estimation to determine
whether unknown data conforms to the known model [15].
Common probability distribution models include Gaussian
distribution, exponential distribution, Poisson distribution, etc.,
and distribution parameters can be learned from historical data
using methods such as maximum likelihood estimation. Let
the univariate dataset X = x1,xs,...,x, follow a Gaussian
distribution N (p1, 02), where the mean p and variance o2 can
be estimated using maximum likelihood estimation:

1 n
,l:ﬁ;xi ()

2_1 L 2
o—nZ(a:z 1) )

For an unknown data point z, its anomaly degree can be judged
by calculating its probability density value under the known
distribution:

1 (z — p)?
exp( 52

p(x) = ) 3)

2ro

When p(x) is less than a set threshold, it can be determined
that = is an anomaly point.


https://www.ijetaa.com/article/view/117/

Volumel, I ssued

International Journal of Emerging Technologies and Advanced Applications

April 2024

TABLE I
CLASSIFICATION AND COMPARISON OF ANOMALY DETECTION METHODS

Method Type Main Characteristics

Typical Algorithms Applicable Scenarios

Establish data distribution models
Measure distance or similarity between data
Estimate local data density
Divide data into multiple clusters

Statistical Methods
Distance Methods
Density Methods

Clustering Methods

Gaussian distribution, t-distribution

Small samples, low-dimensional data
Medium-sized datasets
Unevenly distributed data
Large-scale, high-dimensional data

KNN, PCA
LOF, LOCI
K-means, DBSCAN

TABLE II
DETECTION EFFICIENCY OF KNN ALGORITHM UNDER DIFFERENT DATA
SCALES
Data Scale Samples Dimension Costs (s) Speedup Ratio
Small Scale 1,000 10 0.15 1.0
Medium Scale 10,000 50 12.97 0.35
Large Scale 100,000 100 1587.26 0.05
TABLE III
REAL-TIME PERFORMANCE OF DIFFERENT ANOMALY DETECTION
METHODS
Detection Method Data Scale  Costs (ms) Throughput (Mbps)
Statistical Methods 1,000,000 150 6.67
KNN 1,000,000 2540 0.39
Autoencoder 1,000,000 320 3.13

B. Common Techniques and Applications

Common statistical anomaly detection models include the
following:
(1) Parametric models: Assume that the data follows a specific
parametric probability distribution, such as Gaussian distribu-
tion, exponential distribution, etc. Anomaly point detection is
achieved through parameter estimation and hypothesis testing
[16].
(2) Non-parametric models: Do not assume the specific distri-
bution form of the data, but obtain the distribution information
of the data through empirical distribution functions or kernel
density estimation [17].
(3) Time series models: Model time series data to characterize
the dynamic change trends and periodicity characteristics of
the data. Common models include autoregressive moving aver-
age (ARMA) model, autoregressive conditional heteroscedas-
ticity (ARCH) model, etc. [|18].
(4) Markov chain-based models: Abstract the system state
transition as a Markov chain, characterize the normal behavior
patterns of the system through the state transition probability
matrix, and achieve anomalous behavior detection [[19]. Sta-
tistical anomaly detection methods have been widely applied
in the field of network security, such as intrusion detection,
DDoS attack detection, botnet detection, etc. Reference [20]]
proposed a DDoS attack detection method based on exponen-
tially weighted moving average (EWMA) model. By modeling
the rate sequence of network traffic, it determines whether
the difference between the current observed value and the
predicted value exceeds a threshold, thereby realizing real-
time detection of anomalous traffic. The experimental results
show that this method can detect up to 90% of DDoS attacks
within 1 second.

https://www.ijetaa.com/article/view/117/

C. Advantages and Disadvantages Analysis

Statistical-based anomaly detection methods have the fol-
lowing advantages:
(1) Simple models, easy to implement. Statistical models usu-
ally have explicit mathematical forms and physical meanings,
which are easy to understand and solve.
(2) Computationally efficient, suitable for large-scale data pro-
cessing. Parameter estimation and anomaly discrimination of
statistical models usually only require linear time complexity,
which can meet real-time requirements.
(3) Applicable to small sample datasets. Statistical models can
fully utilize the distribution information of the dataset, and can
achieve good detection performance even when the number
of samples is small. At the same time, statistical anomaly
detection methods also have certain limitations:
(1) Dependent on data distribution assumptions. Real data is
often difficult to fully conform to specific parametric distri-
butions, and deviations between model assumptions and true
distributions will lead to degraded detection performance.
(2) Lack of semantic expression ability. Statistical models
usually cannot explain the causes and internal mechanisms of
anomalies, making it difficult to provide actionable security
analysis results.
(3) Limited ability to identify complex anomalies. Statistical
models have difficulty characterizing the multivariate associ-
ations and contextual semantics of data, and have insufficient
modeling and detection capabilities for complex anomaly
patterns.

V. MACHINE LEARNING-BASED METHODS
A. Basic Principles

Machine learning is a class of methods that automatically

analyze and obtain patterns from data, and use the patterns to
make predictions on unknown data [21]]. The basic principle of
machine learning anomaly detection is to construct an anomaly
discrimination model by learning the feature representation
of normal data, and realize the anomaly degree estimation
and classification of unknown data [22]]. According to the
label information of training data, machine learning anomaly
detection methods can be divided into the following three
categories:
(1) Supervised learning: The training data includes both nor-
mal samples and anomalous samples, and anomaly detection
is achieved by learning the discrimination boundary between
the two types of samples. Commonly used supervised learning
algorithms include support vector machines (SVM), decision
trees, neural networks, etc.
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(2) Semi-supervised learning: The training data mainly con-
sists of normal samples, with only a small number of or no
anomalous samples. Anomalies are identified by learning the
data representation of normal samples and considering data
that deviates from the normal representation as anomalous.
Representative algorithms include one-class SVM, isolation
forest, etc.

(3) Unsupervised learning: The training data has no label infor-
mation. Through data self-organization and adaptive learning,
the internal cluster structure and distribution patterns of the
data are mined, and isolated points that deviate from the
majority are detected. Typical algorithms include K-means,
DBSCAN, etc. Machine learning methods automatically learn
anomaly discrimination rules from data, overcoming the de-
pendence of statistical methods on prior knowledge, and can
adapt to complex and changing network environments. Figure
[I] shows a schematic diagram of anomalous traffic detection
based on SVM.

SVM

| Traffic Ii.l Preprocessing H Classifier )—

| Feature )

selection

Training ‘

Fig. 1. Schematic Diagram of Anomalous Traffic Detection Based on SVM

B. Common Techniques and Applications

Machine learning-based anomaly detection has the follow-
ing main applications in the field of network security:
(1) Classification-based intrusion detection: Taking known
attack types as anomaly labels, multi-class classifiers are
trained to identify intrusion behaviors in unknown traffic [23]].
Common algorithms include decision trees, SVM, random
forest, etc.
(2) Clustering-based anomaly detection: Unsupervised clus-
tering methods are used to mine the intrinsic structure and
patterns of network traffic, and data points that deviate from
normal clusters are identified as anomalies [24]. Common
algorithms include K-means, hierarchical clustering, density
clustering, etc.
(3) Feature learning-based anomaly detection: Methods such
as autoencoders and principal component analysis (PCA) are
used to learn low-dimensional representations of data, and data
with large reconstruction errors are identified as anomalies
[25].
(4) Ensemble learning-based anomaly detection: The decision
results of multiple anomaly detectors are combined to improve
the accuracy and robustness of detection [26]. Common en-
semble strategies include voting, averaging, stacking, etc.
Machine learning methods can automatically extract anoma-
lous features from massive, high-dimensional, and nonlinear
network data, achieving excellent performance in tasks such as

https://www.ijetaa.com/article/view/117/

intrusion detection and malware detection. Table [Vl shows the
performance comparison of several classic machine learning
algorithms on the KDD-CUP99 intrusion detection dataset.

TABLE IV
INTRUSION DETECTION PERFORMANCE OF DIFFERENT MACHINE
LEARNING ALGORITHMS

Method Precision Recall Fl-score
Decision Tree 0.92 0.91 0.91
Naive Bayes 0.88 0.86 0.87

SVM 0.98 0.97 0.97
Neural Network 0.93 0.92 0.92

C. Advantages and Disadvantages Analysis

Machine learning-based anomaly detection has the follow-
ing advantages:
(1) Strong adaptability, able to handle nonlinear and high-
dimensional data. Machine learning methods can characterize
the complex intrinsic relationships of data through data-driven
feature engineering and model learning.
(2) Good scalability, can flexibly add new features and mod-
els. Machine learning methods are based on a unified data
representation and learning framework, and new detection
mechanisms can be easily integrated into existing systems.
(3) High detection performance, especially under complex
anomaly patterns. Machine learning methods can fully mine
multi-scale and multi-view features of data, and are more
sensitive to hidden anomalies that are difficult to capture.
However, machine learning anomaly detection methods also
have some shortcomings:
(1) Reliance on a large amount of labeled data, high sample
labeling cost. Many machine learning methods belong to the
supervised learning category and require a massive amount of
manually labeled anomaly data for model training, which is
difficult to obtain.
(2) Long model training time, insufficient real-time perfor-
mance. Optimization algorithms in machine learning usually
require multiple rounds of iteration to converge, and training
on ultra-large-scale data takes a long time.
(3) Limited generalization ability, difficult to adapt to unknown
anomalies. When network traffic patterns change, pre-trained
machine learning models have difficulty maintaining stable
performance and need to be retrained and updated.

VI. DEEP LEARNING-BASED METHODS
A. Basic Principles

Deep learning is a class of machine learning methods based
on multi-layer neural networks that can learn hierarchical
feature representations of data [27]. Compared with traditional
machine learning, deep learning has stronger feature extraction
and nonlinear modeling capabilities, achieving breakthrough
progress in recognition and prediction tasks on complex data
such as images, speech, and natural language. The basic
principle of deep learning anomaly detection is to automat-
ically learn multi-level and highly robust features of network
traffic using deep neural networks and construct anomaly
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discrimination models [28]]. Its mathematical form can be
expressed as:

h) = f;(Wht" 4+ b;), i=12...L @

where h(®) = x is the input data, h(?) is the feature repre-
sentation of the ¢-th layer, f; is the activation function of the
i-th layer, W, and b; are the weight matrix and bias vector of
the i-th layer, and L is the number of layers in the network.
The anomaly discrimination model can be constructed based
on indicators such as reconstruction error and anomaly score:

s(x) = g(h'"); 0) (5)

where g is the anomaly evaluation function and © is the
parameter of the evaluation function. Model training is realized
through an end-to-end backpropagation algorithm, with the
goal of minimizing the loss function:

N
Z 0(s(x;),y;) + AW, b, ©) (6)

where (xj,y;)j = 1"V are the training samples, £ is the loss
function, and  is the regularization term. Figure [2] shows
a schematic diagram of a network anomaly detection model
based on autoencoders.

Normal |

‘ Encoder H Embedding H Decoder ‘
‘ Encoder H Embedding H Decoder ‘

Attack |

Fig. 2. Schematic Diagram of Network Anomaly Detection Based on
Autoencoders

B. Common Techniques and Applications

Common deep anomaly detection models include the fol-
lowing:
(1) Deep autoencoders: Learn compressed representations of
data in an unsupervised manner and identify anomalies us-
ing reconstruction errors [29]. Representative models include
sparse autoencoders, denoising autoencoders, variational au-
toencoders, etc.
(2) Deep belief networks: Composed of stacked restricted
Boltzmann machines, learn generative models of data through
layer-by-layer greedy pre-training and global fine-tuning, and
anomalous data have lower generation probabilities under this
model [30].
(3) Convolutional neural networks: Extract translation-
invariant features of data through local connections and weight
sharing. In supervised anomaly detection, convolutional neural
networks can be used as feature extractors or directly for
classification [31]].
(4) Recurrent neural networks: Model the temporal depen-
dencies of data by introducing recurrent connections in the
network. In anomaly detection of network security time series

https://www.ijetaa.com/article/view/117/

data, recurrent neural networks can capture the dynamic evolu-
tion process of anomalous events [32]]. Deep learning methods
have shown great advantages in the field of network anomaly
detection with their powerful representation learning capabil-
ities. For example, reference [33|] proposed a DGA (Domain
Generation Algorithm) domain name detection method based
on deep belief networks. By learning the character sequence
features of domain names, this method can effectively identify
randomly generated malicious domain names, achieving a
detection accuracy of over 95% in experiments, outperforming
traditional machine learning methods.

C. Advantages and Disadvantages Analysis

Anomaly detection based on deep learning has the following
advantages:
(1) Strong feature extraction capabilities, able to mine high-
order and latent anomaly patterns. Through end-to-end learn-
ing, deep learning methods can automatically discover key
features in data, overcoming the limitations of manual feature
engineering.
(2) Strong modeling capabilities for complex data, able to
process unstructured data such as images and sequences. Bene-
fiting from the hierarchical structure of deep neural networks,
deep learning can learn multi-scale and high-level semantic
representations of data.
(3) Good model interpretability, feature visualization helps
security analysis. Some deep learning models, such as convo-
Iutional neural networks, can generate intuitive feature maps,
which helps explain the root causes of anomalies. The limita-
tions of deep anomaly detection include:
(1) Difficult model selection and parameter tuning, requiring
high professional knowledge. The design of deep neural net-
work structures and hyperparameters requires a lot of experi-
ence and repeated experiments, and the debugging process is
difficult to automate.
(2) Large consumption of training samples and computational
resources. Deep learning models usually contain a large num-
ber of parameters, and the training process requires massive
data and high-performance computing devices, which are
costly.
(3) Lagging model updates, difficult to cope with unknown
security threats. Once deep learning models are trained, it is
difficult to adapt to new data distributions without retraining,
and the coping ability is limited.

VII. BEHAVIOR ANALYSIS-BASED METHODS
A. Basic Principles

Traffic behavior analysis is a class of anomaly detection
methods based on network communication patterns and in-
teraction patterns [34]]. Compared with statistical and machine
learning-based methods, traffic behavior analysis focuses more
on the relationships and interaction processes between commu-
nication entities, with a finer granularity of anomaly detection.
Its basic assumption is that network security threats such as
malware and botnets usually exhibit abnormal communication
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behaviors, such as scanning, synchronization, periodic connec-
tions, etc. The general framework of traffic behavior analysis
methods is as follows:

(1) Data collection: Collect traffic data from network devices
and perform preprocessing such as parsing, extraction, re-
assembly, and storage.

(2) Feature engineering: Extract behavioral features from
different dimensions such as flow, host, and network to charac-
terize communication patterns. Common features include flow
duration, packet size sequence, periodicity, destination address
distribution, etc.

(3) Behavior modeling: Select appropriate data structures
and algorithms to establish baseline models of normal traffic
behavior. Common modeling methods include finite state
machines, Markov models, time series, etc.

(4) Anomaly discrimination: Through feature extraction and
behavior modeling, calculate the deviation degree of new traf-
fic from the normal baseline to identify suspicious anomalous
behaviors. Anomaly metrics can be based on indicators such
as similarity, probability, frequent subgraphs, etc.

B. Common Techniques and Applications

Traffic behavior analysis methods mainly include the fol-
lowing:
(1) Graph analysis methods: Construct network communica-
tion graphs and mine the community structure, central nodes,
connection patterns, etc., to detect anomalous behaviors such
as DGA domains and botnets [35]].
(2) Sequence analysis methods: Model network traffic as
discrete event sequences, and discover abnormal temporal
patterns through sequence similarity measurement, frequent
pattern mining, etc., to detect periodic communications, heart-
beat connections, etc. [36].
(3) Markov chain methods: Model multi-step attack processes
using Markov chains, characterize the evolution patterns of
attacks through state transition matrices, and realize early de-
tection of complex attacks such as APT [37]]. Traffic behavior
analysis methods can characterize the temporal and topological
features of network entity interactions, mine group anomalous
behaviors, and have been widely used in botnet detection, APT
attack detection, etc. For example, reference [38] proposed a
P2P botnet detection method based on hierarchical commu-
nity discovery in networks. By analyzing the correlation and
coupling degree of node communication behaviors, it reveals
the hierarchical organizational structure of botnets, realizing
accurate detection of highly stealthy P2P botnets. Experiments
show that this method can detect P2P botnets that are difficult
to discover by traditional methods, achieving a detection rate
of over 90% on real network traffic.

C. Advantages and Disadvantages Analysis

Anomaly detection methods based on traffic behavior anal-
ysis have the following advantages:
(1) Comprehensively utilize multi-dimensional information
such as time and space of traffic, and are more sensitive to
complex network security events. Behavior analysis methods

https://www.ijetaa.com/article/view/117/

can model group behaviors of multi-host interactions and
discover anomalies that are difficult to reflect by individual
hosts.

(2) Not dependent on specific attack features and security
events, the detection model is more robust. Behavior analysis
methods mainly rely on the abnormality of communication
patterns, rather than predefined attack signatures, so they can
adapt to unknown attacks.

(3) Closely integrated with network management and operation
processes, providing a basis for in-depth analysis and foren-
sics of security events. Through high-level semantic behavior
characterization, traffic behavior analysis can reveal the full
picture of events and guide security management.

However, traffic behavior analysis methods also have some
limitations:

(1) The amount of data processed is huge, with high consump-
tion of storage and computing resources. Network commu-
nication graphs, state transition matrices, and other behavior
models usually require massive metadata, posing challenges
for large-scale deployment.

(2) The behavior modeling and anomaly evaluation methods
lack unified standards and mostly rely on expert experience
design. Different types of behavior models vary greatly, and
anomaly determination rules are highly subjective and lack
interpretability.

(3) The real-time performance of anomaly detection is in-
sufficient, making it difficult to support online and rapid
security response. Traffic behavior analysis methods involve
complex graph computations, statistical inference, etc., with
large response delays.

VIII. HYBRID METHODS
A. Basic Principles

The basic idea of hybrid anomaly detection methods is
to comprehensively utilize multiple complementary detection
techniques, leveraging their strengths and avoiding their weak-
nesses, to achieve comprehensive and accurate identification
of abnormal network behaviors. On the one hand, differ-
ent anomaly detection methods such as statistical modeling,
machine learning, and behavior analysis focus on different
features of network traffic data and construct diverse anomaly
measurement indicators. On the other hand, network security
threats come in various forms and have different statistical and
spatio-temporal characteristics in different data views. There-
fore, a single anomaly detection technique is often difficult
to fully characterize complex network security events and is
prone to false negatives or false positives. Through parallel
integration or serial stacking of detectors, hybrid methods can
mine anomaly patterns from multiple perspectives and com-
prehensively improve detection performance [39]. Common
detector hybrid strategies are as follows: (1) Parallel hybrid:
Multiple detectors independently process the same input, and
the output results are integrated through weighted averaging,
voting, ranking, etc. Parallel hybrid strategies are simple and
straightforward, but ignore the correlation and order relation-
ships between detectors. (2) Serial hybrid: Multiple detectors
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process the input sequentially, with the output of the previous
level serving as the input of the next level. Serial hybrid can
realize iterative optimization and progressive learning between
detectors, but the processing flow is longer and the real-time
performance is insufficient. (3) Nested hybrid: Some detectors
are embedded in the processing flow of other detectors, playing
a role at different stages. Nested hybrid can realize multi-
granularity and multi-stage anomaly detection, but the design
and implementation of detectors are more complex. The key to
hybrid methods lies in how to design and optimize individual
detectors and the hybrid mechanism between detectors. The
design of individual detectors mainly considers the following
factors: (1) Detector type: Various types of anomaly detection
methods can be adopted, such as statistical models, machine
learning, behavior analysis, etc., or combinations of them. (2)
Feature selection: Extract the feature subset most relevant to
anomalous behaviors from network traffic data, which should
comprehensively reflect anomaly patterns while avoiding fea-
ture redundancy as much as possible. (3) Model training: Train
the parameters of detectors offline or online, continuously
learning new anomaly patterns. Offline-trained models have
good stability, while online-trained models have strong adapt-
ability. The design of the hybrid mechanism mainly considers
the following factors: (1) Detector combination method: It can
be parallel, serial, nested, etc., or combinations of them. It is
necessary to comprehensively consider the requirements of the
system in terms of real-time performance, accuracy, scalability,
etc. (2) Detector weight allocation: Reasonably determine the
importance and decision weights of different detectors, and
dynamically adjust the weights to adapt to changes in data
distribution. Common optimization criteria include precision,
recall, Fl-score, etc. (3) Conflict coordination mechanism:
When the anomaly determination results of different detectors
are inconsistent, it is necessary to formulate a reasonable con-
flict resolution strategy, such as weighted voting, confidence
ranking, etc.

B. Common Techniques and Applications

Common anomaly detection method hybrid techniques are
as follows: (1) Statistical and machine learning hybrid: Com-
bine statistical prediction models and machine learning classi-
fication models to overcome the limitations of single models.
For example, reference [40] proposed a hybrid DDoS attack
detection method based on EWMA prediction and SVM
classification. The EWMA model is responsible for quickly
detecting sudden changes in traffic, while the SVM model is
responsible for identifying slow attacks, achieving a balance
between real-time performance and accuracy.

(2) Machine learning and deep learning hybrid: Use machine
learning models to process structured statistical features, and
use deep learning models to process raw traffic data, realizing
the automation of feature engineering and model training.
For example, reference [41]] designed a hybrid Web attack
detection system based on autoencoders and isolation forests.
The autoencoder is used to learn the semantic features of
HTTP requests, while the isolation forest is used to detect
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single-sample anomalies, achieving a comprehensive judgment
of global and local anomalies.

(3) Deep learning and behavior analysis hybrid: Utilize deep
learning models to automatically extract behavioral features
of traffic, and combine behavior analysis models to achieve
multi-scale anomaly detection. For example, reference [42]]
proposed a botnet detection method based on CNN and host
interaction graph analysis. CNN is responsible for learning
the temporal features of traffic, while the interaction graph
reveals the communication topology of botnets, realizing joint
anomaly determination at the flow level and graph level.
Hybrid methods have achieved good results in tasks such
as network intrusion detection, DDoS attack detection, and
botnet detection. For example, reference [43] designed a
multi-level hybrid intrusion detection system consisting of an
unsupervised outlier detector and a supervised classifier in
series. This system can detect known and unknown network
attacks, achieving a detection rate of over 95% and a false
positive rate of less than 1% on the KDD-CUP99 dataset.
Table [V] shows the performance comparison of several typical
hybrid anomaly detection methods.

TABLE V
PERFORMANCE OF HYBRID ANOMALY DETECTION METHODS
Method Dataset Precision  Recall F1-score
EWMA+SVM [40] DARPA2000 0.936 0.942 0.939
AE+IF [41] CSIC2010 0.951 0.928 0.939
CNN+IG [42] CTU-13 0.982 0.975 0.978

C. Advantages and Disadvantages Analysis

The main advantages of hybrid anomaly detection meth-
ods include: (1) Utilizing the complementarity of multiple
detectors, mining anomaly patterns from different data views,
overcoming the limitations of single methods. (2) Achieving a
balance in detection accuracy, real-time performance, robust-
ness, etc., through flexible hybrid mechanisms such as parallel
and serial. (3) Adopting various data-driven and knowledge-
driven methods, compensating for the insufficiency of single
data sources and single expert experiences. The limitations
of hybrid anomaly detection methods include: (1) Complex
system structure, involving the design, training, and integration
of multiple detectors, with high implementation difficulty. (2)
The redundancy and coupling problems between detectors
may affect system performance, requiring a balance between
detector diversity and correlation. (3) Lack of theoretical
guidance for hybrid mechanisms, mainly relying on heuristic
rules and human experience, with room for improvement in
generalization ability.

IX. FUTURE DEVELOPMENT TRENDS AND CHALLENGES
A. Technology Development Trends

The future development trends of network anomaly detec-
tion technology are mainly reflected in the following aspects:
(1) Intelligentization: Utilizing the latest artificial intelligence
theories and methods, researching adaptive anomaly detec-
tion models for unknown security events, realizing the leap
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from data-driven to knowledge-driven. For example, adopting
meta-learning, reinforcement learning, and other methods to
adaptively learn new anomaly patterns [48]. (2) Automation:
Utilizing technologies such as automated machine learning
(AutoML) to automatically optimize anomaly detection work-
flows, simplify human involvement, and improve detection ef-
ficiency. For example, automatically performing key steps such
as feature engineering, model selection, and hyperparameter
tuning [49]]. (3) Federalization: Developing federated anomaly
detection systems for data privacy protection and secure multi-
party computation needs, realizing collaborative training and
inference of models under the premise of protecting data
ownership. For example, adopting privacy-preserving machine
learning methods such as federated learning and secure multi-
party computation [46]. (4) Interpretability: Mining the inter-
nal mechanisms of anomaly detection models, enhancing the
interpretability of detection results, and making the system
possess the characteristics of trustworthiness and accountabil-
ity. For example, adopting techniques such as causal inference
and rule extraction to reveal the causes of anomalous events
[47]].

B. Main Challenges

The main challenges faced by network anomaly detection
in the future are as follows: (1) Heterogeneity of network
traffic: With the rapid development of network applications,
traffic data presents heterogeneity in bit rate, protocol, format,
etc., posing challenges to unified anomaly detection meth-
ods. It is necessary to develop detection models and fusion
mechanisms that adapt to multi-source heterogeneous data. (2)
Complexity of security threats: Network attack methods are
constantly upgrading, exhibiting new characteristics such as
stealthiness, persistence, and directionality, making it difficult
for a single anomaly detection technique to comprehensively
cope with them. It is necessary to develop a multi-level, multi-
granularity, and multi-perspective anomaly detection frame-
work to grasp the security situation from a global perspective.
(3) Robustness of detection models: Dynamic changes in
the network environment will lead to data distribution drift,
reducing the generalization ability and adaptability of anomaly
detection models. It is necessary to study detection models
with robust performance in non-stationary environments and
design active learning mechanisms to adapt to new anomaly
patterns. (4) Protection of user privacy: User network behavior
data contains a large amount of sensitive information, and
the anomaly detection process may infringe on user privacy.
It is necessary to seek a balance between anomaly detection
and privacy protection, adopting privacy protection techniques
such as data desensitization and encrypted computation to
ensure user privacy security. (5) Interpretability of detection
results: Complex anomaly detection models are usually “black
box” systems, and the detection results lack intuitive explana-
tions, which is not conducive to analysis and decision-making
by security management personnel. It is necessary to de-
velop anomaly detection models with interpretability, enhance
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human-computer interaction and visualization capabilities, and
endow detection results with more semantic information.

X. CONCLUSION

This paper provides a comprehensive review of the research
status of traffic analysis and anomaly detection in the field
of network security. The main contents are summarized as
follows:

(1) Introduced the basic concepts, common methods, and
challenges of network traffic analysis. Pointed out that traffic
analysis is the foundation and prerequisite for anomaly detec-
tion.

(2) Classified and summarized the mainstream techniques in
the anomaly detection field, including statistical methods, ma-
chine learning methods, deep learning methods, and behavior
analysis methods. Analyzed the basic principles, representative
works, advantages and disadvantages, and applicable scenarios
of each type of method.

(3) Focused on discussing the hybrid methods in the anomaly
detection field. Analyzed the motivations, common hybrid
mechanisms, and representative works of hybrid methods.
Pointed out that hybrid methods can integrate the advantages
of multiple detectors and are an important development direc-
tion in the anomaly detection field.

(4) Prospected the future development trends of network
anomaly detection technology, summarizing the main charac-
teristics such as intelligentization, automation, federalization,
and interpretability. Analyzed the challenges faced by anomaly
detection, including data heterogeneity, complexity of security
threats, model robustness, privacy protection, interpretability,
etc.

The network security situation is becoming increasingly se-
vere, and there is an urgent need for intelligent and adaptive
anomaly detection techniques. Future anomaly detection sys-
tems should possess the capabilities of continuous learning,
active defense, multi-domain collaboration, transparency, and
controllability, transforming from passive defense to active im-
munity. On the one hand, it is necessary to strengthen interdis-
ciplinary integration, absorb the latest theoretical achievements
in fields such as artificial intelligence, game theory, and causal
inference, and break through the traditional anomaly detection
paradigm. On the other hand, it is important to pay attention
to the governance of security big data, improve data quality,
enrich data semantics, and lay the foundation for intelligent
anomaly detection.

As the strategic position of cyberspace security becomes
increasingly prominent, network traffic anomaly detection
will continue to receive widespread attention from academia
and industry. Driven by disruptive technologies such as big
data, artificial intelligence, and blockchain, network anomaly
detection will surely usher in new development opportunities
and challenges.
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