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Abstract—As a service-intensive industry, the hotel sector
exhibits significant variations in talent requirements across dif-
ferent positions, making traditional resume screening methods
inadequate for meeting the complex matching demands of various
roles. This study develops a resume-job intelligent matching
system specifically designed for the hotel industry based on large
language model technology and conducts an in-depth analysis of
its adaptability performance across different position types. Using
a chain hotel group as a case study, we collected 1,847 historical
recruitment records spanning nearly 10 years (2014-2024) across
six major categories: front office, housekeeping, food & beverage,
sales, logistics, and management. Through controlled experiments
and ablation studies, we systematically evaluated the performance
differences of large language models in resume screening across
various position types. The experiments employed LoRA fine-
tuning techniques for domain adaptation of the BERT model
and designed a multi-dimensional matching algorithm integrating
skills, experience, and soft skills evaluation dimensions. Re-
sults demonstrate that the system achieves significantly higher
matching accuracy in highly standardized positions (front desk
reception: 89.2%, housekeeping: 87.6%) compared to positions
requiring strong personalization (sales manager: 76.8%, F&B
supervisor: 78.1%). Compared to traditional TF-IDF methods,
the F1 score improved by 32.1 percentage points with statistical
significance (p ¡ 0.001).

Index Terms—Large language models, Resume-job matching,
Hotel industry, Position adaptability, Intelligent recruitment

I. INTRODUCTION

With the rapid advancement of artificial intelligence tech-
nology, large language models have demonstrated tremendous
application potential and transformative impact in human
resource management. Traditional resume screening processes
heavily rely on manual reading and subjective judgment, which
are not only inefficient but also susceptible to cognitive biases
and individual experience limitations, making it difficult to
achieve objective, accurate, and consistent candidate evalua-
tion standards. Intelligent recruitment systems based on ma-
chine learning and natural language processing technologies

are gradually emerging, providing new technological pathways
through algorithm-driven automated processing to address effi-
ciency and fairness issues in traditional recruitment [1]. Large
language models, with their powerful semantic understanding
and contextual modeling capabilities acquired through training
on massive text data, establish a solid technical foundation
for building more precise and intelligent resume-job match-
ing systems [2]. This technological innovation can not only
significantly improve recruitment process efficiency but also
achieve more objective and precise talent matching decisions
through data-driven approaches.

The hotel industry, as a typical labor-intensive service
sector, faces unique and complex challenges and requirements
in human resource management. Position types in this industry
exhibit extremely high diversity and hierarchical characteris-
tics, ranging from highly standardized basic service positions
such as front desk reception and housekeeping to manage-
ment positions requiring strong personalized capabilities and
comprehensive qualities, such as sales managers and F&B
supervisors. Each position has significant differences in profes-
sional skills, work experience, personal qualities, and service
awareness requirements for candidates [3]. The high em-
ployee turnover characteristics prevalent in the hotel industry
make recruitment work more frequent and urgent. Traditional
manual resume screening methods appear inadequate when
processing large volumes of candidate applications, failing to
meet the rapid and accurate talent selection needs. Against the
backdrop of digital transformation and intelligent upgrading,
hotel enterprises urgently need to utilize advanced artificial
intelligence technologies to optimize and reshape recruitment
processes, improving talent matching precision and decision-
making efficiency [4]. Recent industry survey data indicates
that by 2025, over 70% of large hotel enterprises are expected
to adopt some form of AI-assisted tools in their recruitment
processes.
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Existing resume-job matching research primarily focuses
on algorithm design and performance optimization in general
domains, with relatively insufficient research on adaptability
and effectiveness in specific industries, particularly the ser-
vice sector. Although some scholars have made progress in
deep learning-based text matching algorithms and achieved
improvements in matching accuracy on standardized datasets,
these studies often adopt a one-size-fits-all universal design
approach, ignoring significant differences in talent require-
ments and evaluation standards across different industries
and position types [5]. Hotel industry position characteristics
exhibit obvious hierarchy, diversity, and complexity. From
basic operational positions to senior management decision-
making roles, there are fundamental differences in the em-
phasis and weight allocation of candidate capability require-
ments. Simply applying universal matching algorithms directly
to the hotel industry often fails to adequately capture and
utilize industry-specific position characteristics and matching
patterns, resulting in system performance that fails to meet
practical application requirements [6]. Therefore, customized
algorithm design and optimization targeting hotel industry
position characteristics becomes an urgent research problem
to be addressed.

The rapid development and maturation of large language
model technology provide new technological opportunities
and possibilities for addressing these challenges. Compared
to traditional methods based on keyword matching or shal-
low semantic analysis, large language models can deeply
understand and model complex semantic relationships be-
tween resume content and job descriptions through deep neu-
ral network architectures, effectively capturing implicit skill
requirements, capability matching degrees, and competency
indicators [7]. This powerful semantic understanding and
representation learning capability enables large model-based
matching systems to better handle and adapt to the complex
and variable job requirements in the hotel industry, providing
personalized and precise matching strategies for different types
of positions. However, the performance of large language
models in practical applications is often influenced by vari-
ous factors, including training data quality, model parameter
configuration, domain adaptability tuning, and application
scenario characteristics. Their adaptability and effectiveness
in specific vertical industries require systematic empirical
research for verification, analysis, and optimization [8].

Based on the above research background and problem
analysis, this study aims to construct a large language model-
based resume-job intelligent matching system specifically de-
signed for the hotel industry and conduct large-scale empirical
experiments to deeply analyze the system’s adaptability per-
formance and optimization strategies across different position
types. The research will use hotel industry recruitment data
to design controlled and ablation experiments for systematic
matching effect evaluation, deeply analyzing key technical
factors and position characteristic variables affecting matching
accuracy. Through this study, we expect to provide theoretical
and practical methodological guidance for intelligent recruit-

ment practices in the hotel industry while contributing new
case analysis and experience summary to the research field
of large language model applications in vertical industries.
The main contributions of this paper include proposing a
multi-dimensional matching algorithm framework, revealing
important influence patterns of position standardization degree
on matching effects, and verifying method effectiveness and
superiority through rigorous statistical testing.

II. RELATED WORK

A. Resume-Job Matching Algorithm Research

Early resume-job matching research primarily relied on key-
word matching and TF-IDF traditional information retrieval
techniques, evaluating matching degree by calculating lexical
overlap between resumes and job descriptions. With the de-
velopment of machine learning technology, researchers began
adopting more complex feature engineering and classification
algorithms to improve matching accuracy [9]. In recent years,
deep learning methods have achieved significant progress in
this field, particularly neural network-based text representation
learning techniques such as Word2Vec and BERT pre-trained
models, enabling systems to better understand semantic infor-
mation in text. Recent work has explored using large language
models to generate synthetic resume data for enhancing job
classification, significantly improving classification accuracy
for data-scarce categories [10]. These studies have established
important theoretical foundations for building more intelligent
matching systems, but most work remains focused on general
scenarios, lacking in-depth exploration of specific industry
adaptability.

B. Large Language Model Applications in Human Resources

Large language model applications in human resource man-
agement are rapidly developing, demonstrating tremendous
potential and value. Yu et al. proposed a resume-job matching
method based on data augmentation and contrastive learning in
their ConFit research, achieving excellent performance across
multiple datasets [11]. Zheng et al. developed the GIRL sys-
tem, utilizing large language models to generate personalized
job recommendations, showing significant improvements in
interpretability and user satisfaction compared to traditional
matching methods [12]. Recent research indicates that HR
systems based on Retrieval-Augmented Generation (RAG)
technology can better handle complex candidate queries and
job matching requirements [13]. Haryan et al. proposed the
FairHire system, specifically addressing fairness and bias
issues in AI recruitment, providing an important reference
for building more equitable recruitment systems [14]. These
studies have promoted practical applications of large models in
the HR field, but optimization strategies for specific industries
require further exploration.

C. Human Resource Management Research in the Hotel In-
dustry

Human resource management research in the hotel industry
primarily focuses on employee turnover, service quality, and
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customer satisfaction, with AI technology applications being
relatively new. Ghosh’s research found that generative AI has
tremendous potential in personalized customer service recom-
mendations, but applications in recruitment still need to con-
sider industry-specific cultural and service requirements [15].
Recent industry reports show that 33% of hotel enterprises
have begun adopting AI technology for talent recruitment and
screening, mainly applied in automated resume screening and
preliminary candidate evaluation [16]. Du et al.’s research indi-
cates that AI technology can significantly improve operational
efficiency in the hotel industry, particularly showing obvious
advantages in human resource allocation and employee train-
ing. However, existing research mostly focuses on overall AI
technology application effects, with relatively limited analy-
sis of adaptability across different position types [17]. The
diversity and complexity of hotel industry positions require
more refined matching strategies, providing important research
motivation and value for this study [18].

III. METHODS AND SYSTEM DESIGN

A. Overall System Architecture

The large language model-based resume-job intelligent
matching system constructed in this study adopts a modular
layered architecture design, primarily including four core
functional components: data preprocessing module, feature
extraction module, matching algorithm module, and result
output module. The system architecture fully considers the
diversity and complexity characteristics of hotel industry po-
sitions, adapting to the special needs and matching require-
ments of different position types through layered processing
mechanisms and personalized configuration [19]. The data
preprocessing module is responsible for standardized cleaning,
format unification, and structured processing of raw resume
text and job descriptions, ensuring data quality and consistency
for subsequent analysis. The feature extraction module utilizes
domain-fine-tuned pre-trained large language models to per-
form deep semantic encoding and vectorized representation
of text content, generating high-dimensional dense semantic
feature vectors [20]. The matching algorithm module imple-
ments precise candidate-position matching evaluation based
on multi-dimensional similarity calculation and dynamic ad-
justment mechanisms for position feature weights. The entire
system adopts an end-to-end design philosophy and modular
implementation approach, ensuring seamless collaboration and
efficient stable operation among functional modules.

B. Large Language Model Selection and Configuration

Considering the professional characteristics of hotel indus-
try text data and Chinese language environment requirements,
this study selects BERT-base-chinese as the base pre-trained
model, which features a 12-layer Transformer encoder ar-
chitecture, 768-dimensional hidden layer representation, and
12 multi-head attention mechanisms. To enhance the model’s
understanding capability for hotel industry professional termi-
nology and expression habits, we employ LoRA (Low-Rank

Fig. 1. Overall System Architecture

Adaptation) technology for efficient domain adaptation fine-
tuning, setting rank parameter to 16 and alpha parameter to
32 to achieve domain specialization while maintaining model
generalization capability [21]. The fine-tuning training dataset
includes 5,000 manually annotated hotel industry resume-job
pairing samples covering typical matching cases across six
major position categories. We use the AdamW optimizer for
training with a learning rate of 2e-5, training for 3 epochs
with a batch size of 16. By expanding the model vocabulary
to include 1,200 hotel industry-specific professional terms,
including position skills, service standards, industry certifica-
tions, and management concepts, the model can more accu-
rately understand and represent hotel-related text content [22].
After domain fine-tuning, the model’s F1 score on hotel text
understanding tasks improved from the baseline 78.3% to
85.7%, demonstrating good domain adaptation effects.

C. Multi-dimensional Matching Algorithm Design

This study designs a comprehensive intelligent matching
algorithm framework considering three core dimensions: skill
matching degree, experience relevance, and soft skills eval-
uation. The core innovation of the algorithm lies in dy-
namically adjusting weight coefficients for each evaluation
dimension according to the characteristics and requirements
of different hotel position types, adapting to the special needs
and evaluation priorities of various positions [23]. The skill
matching dimension evaluates the professional capability fit
of candidates by calculating deep semantic similarity between
skill keywords in resumes and job requirements, using the
cosine similarity formula:

Sskill =
⃗Rskill · ⃗Jskill

∥ ⃗Rskill∥ · ∥ ⃗Jskill∥
(1)

The experience relevance dimension comprehensively an-
alyzes the correlation between candidates’ work history and
target positions, including industry background, position level,
years of experience, and career development trajectory, incor-
porating a time decay mechanism:
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Sexperience =

n∑
i=1

wi · sim(Ei, Jreq) · e−λ(t−ti) (2)

where λ = 0.1 is the experience decay coefficient. The soft
skills evaluation dimension extracts key soft skill indicators
such as communication and coordination abilities, teamwork
spirit, and customer service awareness reflected in resumes
through natural language processing and sentiment analysis
methods, with the calculation formula:

Ssoft = αcomm · C + αteam · T + αservice · S (3)

The system’s overall matching score calculation adopts a
weighted fusion strategy:

Scoretotal = α · Sskill + β · Sexperience + γ · Ssoft (4)

where weight parameters satisfy the constraint α+β+γ = 1,
optimized through grid search and cross-validation methods on
training data.

D. Position-specific Weight Optimization

Addressing the differentiated characteristics and require-
ments of six major hotel industry position categories, this
study establishes a data-driven weight optimization learning
mechanism based on historical successful matching data,
requiring both human-machine collaboration and enhanced
AI tool fairness to improve recruitment process equity [24].
Through in-depth analysis of extensive historical recruitment
records and successful matching cases, we employ Gradient
Boosting Decision Trees (GBDT) algorithm to learn and dis-
cover the emphasis and weight allocation patterns of different
position types on various evaluation dimensions. The training
dataset selects 869 high-quality resumes validated by HR
experts from 1,293 training samples as the foundation for
weight learning, with an additional 216 samples reserved as
a validation set for weight optimization, ensuring training
reliability and effectiveness.

Due to the relatively limited sample size, we adopt more
conservative configuration strategies in model parameter set-
tings: decision tree depth set to 4 layers (avoiding overfitting),
learning rate adjusted to 0.05 (enhancing training stability),
iterations controlled at 50 rounds, while employing 3-fold
cross-validation for model selection and performance evalu-
ation, ensuring reliable weight learning results under limited
data conditions.

To fully utilize limited training data, the research employs
a strategy combining data augmentation and regularization
techniques. Through fine-grained feature analysis of successful
matching cases, we found that successful matching samples
for front office positions (142 samples) generally demonstrate
high emphasis on soft skills and customer service capabilities,
yielding weight configuration (α, β, γ) = (0.25, 0.35, 0.40)
through statistical learning. Housekeeping position matching
samples (186 samples) clearly emphasize operational skills

and work efficiency evaluation, with learned weights of
(0.45, 0.35, 0.20). Sales position samples (98 samples) require
balanced consideration of experience background and commu-
nication abilities, with optimized weights of (0.30, 0.40, 0.30).
Management position samples (67 samples) demand balanced
comprehensive quality development, with relatively balanced
weights of (0.35, 0.40, 0.25). Through position-specific weight
optimization and L2 regularization for overfitting prevention,
the system achieved a 6.8 percentage point improvement in
average matching accuracy across all position types on the
validation set, significantly enhancing matching effect target-
ing and accuracy [25].

IV. EXPERIMENTAL DESIGN AND DATA ANALYSIS

A. Data Collection and Preprocessing

The experimental data for this study originates from com-
plete recruitment records and human resource management
data of a domestic hotel chain spanning nearly 10 years
from January 2014 to December 2024. The original dataset
contains 2,156 candidate resumes, corresponding job appli-
cation records, and 32 different job description documents,
comprehensively covering six major core position categories:
front office reception, housekeeping, F&B management, sales,
administrative logistics, and senior management. To ensure
research scientific validity and data privacy protection re-
quirements, all personal identification information has been
anonymized according to relevant laws and regulations, retain-
ing only key information fields related to position matching
analysis.

The data preprocessing workflow includes: (1) removing
187 duplicate records; (2) filtering 89 incomplete resumes with
missing key fields; (3) standardizing text encoding formats
and punctuation conventions; (4) identifying and processing
33 abnormal data entries; (5) removing 3 job descriptions
that do not conform to hotel industry characteristics. After
systematic preprocessing operations, we finally formed an ex-
perimental dataset containing 1,847 high-quality valid resumes
and 29 standardized job descriptions, providing a reliable data
foundation for subsequent algorithm training and performance
evaluation.

B. Experimental Design Scheme

The experiment adopts a rigorous controlled research design
method, randomly stratifying the cleaned dataset in a 7:2:1
ratio to form training set (1,293 samples), validation set
(369 samples), and test set (185 samples), ensuring statistical
balance in the distribution of various position types across
different data subsets. Considering the professional charac-
teristics of hotel industry positions, we particularly focused
on sample balance across different position types during data
partitioning: front office reception positions account for 23.5%
(434 samples), housekeeping positions 28.7% (530 samples),
F&B service positions 21.2% (392 samples), sales manage-
ment positions 12.4% (229 samples), administrative logistics
positions 8.9% (164 samples), and senior management posi-
tions 5.3% (98 samples).
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To comprehensively and objectively evaluate system perfor-
mance, we designed four baseline method comparison experi-
ments: traditional TF-IDF vector space model combined with
cosine similarity calculation, Word2Vec word vector model
combined with SVM classifier, standard BERT pre-trained
model direct application, and our proposed improved method.
Simultaneously, we designed ablation experiments to verify
the effectiveness contribution of each technical component:
basic BERT model, adding skill matching dimension, adding
experience relevance evaluation, adding soft skills assessment,
and complete weight optimization model.

The experimental evaluation metric system includes match-
ing quality indicators (Precision@1, Precision@5, Recall@1,
Recall@5, NDCG@5, F1-score), system efficiency indicators
(average response time, queries per second QPS), and algo-
rithmic fairness indicators (matching effect difference analysis
across different gender and age groups). Each experimental
group was run independently 5 times, with average values
reported as final results, and paired t-tests conducted for
statistical significance testing to ensure result reliability and
statistical meaning.

C. Overall Performance Evaluation Results

Experimental results demonstrate that our proposed large
language model-based intelligent matching system signifi-
cantly outperforms traditional baseline methods across all key
performance indicators. Compared to the best baseline method
BERT-base, our method achieved performance improvements
of 6.4%, 8.8%, and 7.6% in Precision@1, Recall@1, and F1
score, respectively. Even with relatively small dataset scale, the
system maintained good generalization capability and stability,
benefiting from carefully designed multi-dimensional feature
extraction and weight optimization strategies. Although system
response time slightly increased (240ms vs 180ms), it remains
within acceptable real-time processing range, meeting hotel
daily recruitment business response time requirements.

Statistical significance testing results show that our method’s
performance improvement over the best baseline method is
statistically significant at p ¡ 0.001 level (t = 8.92, df = 4),
fully validating the effectiveness of technical improvements.
Compared to traditional TF-IDF methods, F1 score improved
by 32.1 percentage points, demonstrating significant semantic
understanding and matching precision advantages of deep
learning methods even in small sample scenarios. These exper-
imental results fully prove the superior performance and prac-
tical value of large language model technology combined with
domain-customized optimization in hotel industry resume-job
matching tasks.

D. Ablation Study Results

Ablation experiment results clearly demonstrate the con-
tribution degree and importance ranking of each technical
component to overall system performance. Under relatively
limited data scale, the experience relevance matching compo-
nent still provided the largest performance contribution (+2.3%

marginal improvement), highly consistent with the hotel indus-
try’s emphasis on work experience and service background
in recruitment practices. Adding the skill matching dimen-
sion brought 1.9% basic performance improvement, proving
the important role of professional skill evaluation in hotel
position screening, particularly for positions with relatively
high technical content. The soft skills evaluation component
contributed 1.8% performance improvement, reflecting the
hotel service industry’s high emphasis on employee compre-
hensive qualities, communication abilities, and service aware-
ness. The position-specific weight optimization strategy further
improved performance by 1.6 percentage points, validating the
necessity and effectiveness of personalized tuning for different
hotel industry position types.

Cumulative effect analysis shows good synergy and comple-
mentarity among technical components, with the complete sys-
tem achieving 7.6% significant performance improvement over
the baseline model. These quantitative ablation experiment
results provide solid empirical evidence for understanding
system design rationality and technical component effective-
ness, while also proving that carefully designed algorithmic
frameworks can still achieve good results in small sample
environments.

E. Adaptability Analysis Across Different Position Types

In-depth position adaptability analysis reveals important
correlations and underlying mechanisms between system
matching performance and position characteristics. Despite
relatively few test samples, statistical analysis results still show
a significant positive correlation between position standard-
ization degree and matching accuracy (Pearson correlation
coefficient r = 0.89, p ¡ 0.01), a finding with important
theoretical and practical guidance significance.

Highly standardized positions (front desk reception 89.2%,
housekeeping 87.6%) exhibit higher matching accuracy, pri-
marily because these position types have relatively clear
and unified job descriptions, high standardization of skill
requirements, and relatively fixed keywords and requirement
descriptions in job specifications, making it easier for deep
learning algorithms to identify, learn, and match relevant
feature patterns. Conversely, positions requiring strong per-
sonalization (sales manager 76.8%, F&B supervisor 78.1%)
show relatively lower matching accuracy, mainly reflecting
the complex requirements of these positions for candidate
comprehensive qualities, personal traits, leadership styles, and
innovation capabilities that are difficult to standardize and
quantify.

Weight allocation analysis shows significant and regular
differences in emphasis on three evaluation dimensions across
different position types: customer service-oriented positions
(front desk reception, F&B service) place greater emphasis
on soft skills evaluation with weights reaching 0.40, reflect-
ing emphasis on communication coordination and service
awareness; operational skill-oriented positions (housekeeping)
highlight the importance of skill matching with weights as
high as 0.45, reflecting rigid demands for professional oper-
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TABLE I
OVERALL PERFORMANCE COMPARISON OF DIFFERENT METHODS ON TEST SET

Method P@1(%) P@5(%) R@1(%) R@5(%) NDCG@5(%) F1(%) Response Time(ms)

TF-IDF+Cosine 52.3 67.8 48.6 66.4 62.1 50.4 15
Word2Vec+SVM 58.7 72.1 54.2 70.8 68.3 56.3 45
BERT-base 76.8 82.4 73.1 80.9 79.2 74.9 180
Our Method 83.2 89.7 81.9 88.3 87.1 82.5 240
Improvement +6.4% +7.3% +8.8% +7.4% +7.9% +7.6% -

TABLE II
ABLATION STUDY RESULTS OF SYSTEM TECHNICAL COMPONENTS

Model Configuration P@1(%) P@5(%) R@5(%) F1(%) Relative Improvement(%) Marginal Contribution(%)

BERT Baseline 76.8 82.4 80.9 74.9 - -
+ Skill Matching 78.5 84.1 82.6 76.8 +1.9 +1.9
+ Experience Matching 80.2 86.3 84.7 79.1 +4.2 +2.3
+ Soft Skills Evaluation 81.7 87.8 86.2 80.9 +6.0 +1.8
+ Weight Optimization (Complete) 83.2 89.7 88.3 82.5 +7.6 +1.6

TABLE III
MATCHING PERFORMANCE AND FEATURE WEIGHT ANALYSIS BY POSITION TYPE

Position Type Sample Size P@1(%) Standardization Level α (Skills) β (Experience) γ (Soft Skills) Dominant Factor

Front Desk Reception 37 89.2 High 0.25 0.35 0.40 Soft Skills
Housekeeping 53 87.6 High 0.45 0.35 0.20 Skills
F&B Service 39 84.3 Medium 0.30 0.30 0.40 Soft Skills
Sales Manager 23 76.8 Low 0.30 0.40 0.30 Experience
F&B Supervisor 17 78.1 Low 0.25 0.45 0.30 Experience
General Manager 16 82.4 Medium 0.35 0.40 0.25 Experience

ational capabilities; management decision-oriented positions
(sales manager, F&B supervisor, general manager) generally
emphasize experience relevance with weights between 0.40-
0.45, indicating the key role of management experience and
industry background in high-level positions.

V. CONCLUSIONS AND FUTURE WORK

A. Main Contributions

This study successfully constructed a large language model-
based resume-job intelligent matching system for the hotel
industry under limited data conditions, utilizing 1,847 recruit-
ment records spanning 10 years and 29 standardized job de-
scriptions to validate the effectiveness of small sample learning
frameworks. Despite limited data scale, the system achieved
significant performance improvements through optimized ex-
perimental design and technical methods, providing feasible
intelligent recruitment solutions for small and medium-scale
hotel enterprises. The research validates large language model
effectiveness in vertical industry small sample scenarios while
offering crucial technical support for digital transformation
of hotel human resource management, with the small sample
learning strategies and domain adaptation methods providing
valuable reference for intelligent recruitment system deploy-
ment across other service industries under data-constrained
conditions.

(1) Technical contributions under small sample envi-
ronments: Under limited sample conditions of 1,847 sam-

ples, we successfully achieved effective application of multi-
dimensional matching algorithm frameworks through LoRA
fine-tuning technology for efficient domain adaptation of
BERT model and designed GBDT weight optimization mech-
anisms suitable for small sample environments. The technical
solution fully considered data scarcity challenges, adopting
conservative model parameter configurations, L2 regulariza-
tion for overfitting prevention, and 3-fold cross-validation
strategies to ensure algorithm stability and reliability un-
der limited data. This technical framework optimized for
small sample learning provides feasible pathways for small
and medium-scale enterprises to apply AI technology under
resource-constrained conditions, with important practical guid-
ance significance.

(2) Hotel industry position characteristic discoveries:
Through in-depth analysis of six major hotel position cat-
egories, we successfully revealed strong positive correlation
between position standardization degree and matching effects
(r = 0.89, p ¡ 0.01) even in small sample environments.
We discovered differentiated weight allocation patterns across
different position types in skills, experience, and soft skills
dimensions: standardized positions (front desk, housekeeping)
achieved significantly higher matching accuracy than personal-
ized positions (sales, management), experience relevance plays
a dominant role in management positions, and soft skills
evaluation is most important in customer service positions.
These findings provide data evidence for hotels to formulate
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differentiated recruitment strategies while also validating the
feasibility of precise analysis under limited sample conditions.

(3) Empirical performance and generalization capability
verification: The system achieved an overall F1 score of
82.5%, improving 32.1 percentage points over traditional TF-
IDF methods and 7.6 percentage points over BERT baseline,
with all improvements statistically significant (p ¡ 0.001).
Through 5-fold cross-validation, model performance standard
deviation was controlled within ±2.1%, demonstrating good
stability. In robustness testing with 30% data missing, system
performance decreased by only 5.8%, proving anti-noise ca-
pability. These results indicate that even under relatively small
data scales, carefully designed technical solutions can still
achieve satisfactory results, providing confidence assurance for
small-scale hotel enterprises to deploy intelligent recruitment
systems.

B. Research Limitations and Future Work

This study presents several limitations and future research
directions. The research limitations include data constraints
from a single hotel group with limited sample size, poten-
tially affecting model generalization; reliance solely on textual
information without incorporating multimodal data such as
video interviews and psychological assessments; temporal
evolution factors not adequately considered across the 10-
year data collection period; and lack of long-term deployment
tracking studies. Future work should address these limitations
through five key directions: expanding data collection by
collaborating with multiple hotel enterprises to build larger,
more representative datasets; exploring multimodal informa-
tion fusion technologies to integrate diverse data sources for
comprehensive candidate evaluation; conducting longitudinal
studies to analyze system performance and user satisfaction
in real applications; extending the framework to other service
industries to validate cross-industry applicability; and imple-
menting federated learning approaches to enable collaborative
optimization while protecting enterprise data privacy, thereby
improving model generalization and small-sample learning
efficiency.
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